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Notes on Dr. Hamilton’s ITCO Report

This note reviews the report by Dr. Hamilton and also compares his dose calculations to those by Dr. Auxier.  Dr. Hamilton’s dose calculations are based on an experiment conducted at Texas A&M by his company Foxfire Scientific.  The experiment that took place intermittently in the first half of the year 2003 was allegedly designed to replicate an oil pipe line rattling operation, such as the one in the Harvey Yard.  Dr. Hamilton gathered information on air particulate concentrations, particulate size, deposition pattern of particulates and direct gamma.  In our opinion, his experiment does not provide useful information upon which to base dose calculations, as we discuss below.  
General Comments

The experimental setup does not replicate the working conditions at the Harvey Yard.  Hamilton calculates ingestion, inhalation, direct gamma and radon doses far less than ours based on quite dubious assumptions.  Hamilton’s basic assumptions that lead to these low numbers are: 1) a scale spread of 52 m2.  He obtains this from his 2-day Petri dish experiment, during calm wind conditions.  The collection of the Petri dishes is not documented by DVD recording; there are no QA/QC procedures for the unnamed laboratory.  A large percentage of the Petri dishes actually lost mass in the experiment.  Even if his experiment carefully documented the spread of scale from the rattler, his experiment does not account for workers spreading out the scale, tracking it to elsewhere in the yard, or resuspending it, leading to higher air concentrations.  2)  This small surface area leads to low concentrations of radon and no gamma when a worker moved away from this imaginary area.  Unlike the Harvey Yard, the experimental setup was cleaned up each day.  3)  For direct gamma, Hamilton measures direct gamma at distances above a 1m x 1m tray and then integrates the result for a 7 meter radius from the rattler.  This yields a very low direct gamma reading, a factor of 20 lower than our calculations, and far lower than our measurements at the Case property and Booher’s measurements.  His results contradict careful calculations by the EPA in FGR #12.  4)  For inhalation, Hamilton estimated the air dust concentrations per pipe, based on low and high volume samplers, and then multiplied by a very low 20 pipes per day, though the actual number was probably closer to 300 pipes per rattler machine per day, and up to 11 rattlers may have simultaneously operated at the Harvey Yard .  He estimates an average air concentration of 1.4 mg/m3 in the breathing zone, but does not include a resuspension component.  5)  Dr. Hamilton assumes that a worker ingests 100 mg/d of scale; this is an incidental ingestion rate for an average adult.  But ITCO workers were in a dusty environment where the more likely soil ingestion rate was 480 mg/d.  6)  Dr. Hamilton rattled pipe with radium concentrations that were far less than appear in the literature.  The radium-226 + progeny specific activity ranged from 909 to 1,770 pCi/g; the radium-228 activity + progeny ranged from 348 to 2,200 pCi/g.  These are given in Table A.1-1.  It is not clear why individual progeny were not measured.  Instead, DH assumes a ten year in-growth of Pb-210.  All these issues are discussed in greater detail below.
Specific Comments
Radon (p. 41)

Dr. Hamilton uses a different set of formulas to calculate the radon concentration in air (p. 26-29).  Rather than starting with the radon flux in pCi/m2-s, he calculates the airflow dependent ratio (outdoor (s/m3), which is the ratio of the radon air concentration (pCi/m3) to the rate of continuous release (pCi/s). 
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where
H
Uniform mixing height (m)


u
Average wind speed (m/s)


A
Area of source term (m2)

With H = 2 m, u = 3.6 m/s and A = 52 m2, Dr. Hamilton obtained an airflow dependent ratio (outdoor of 0.0096 s/m3(p. 41).  From this, he calculated the radon air concentration as

CRn = fem * (Rn * ARa * (outdoor
where
fem
Radon emanation fraction (unitless)


(em
Radon decay constant (2.1 * 10-6 /s)


ARa
Total activity of radium in area source term (pCi)

With fem = 0.05, and ARa = (320 pCi/g * 0.05 m * 52 m2 * 1.6 MT/m3 * 106 g/MT) 1.41 * 109 pCi, Dr. Hamilton obtained a radon concentration of 1.35 pCi/m3.  This is much lower than the radon concentration of 8.27 – 206.27 pCi/m3 calculated by us.
  

The reason for this large difference is not the formula to calculate the radon concentration, but the inputs for Ra-226 activity and contaminated surface area.  Using our input values for Ra-226 concentration (6,000 pCi/g) and surface area (10,000 m2), the radon concentration as calculated with Dr. Hamilton’s approach would be 352.8 pCi/m3, even higher than the upper end our range.  The problem is therefore not the mathematical approach, but the inputs chosen for it.  We believe that our input values are right, and that the radon concentration calculated by us is correct.  It has to be noted that we used a lower emanation fraction than Dr. Hamilton (0.0063 - 0.0315), i.e. if we used fem employed by him, our numbers would increase.  

Inhalation of Particulates (p. 39)

Dr. Hamilton assumes that 20 pipes per day were cleaned, even though he estimates it takes 3.85 minutes to clean one pipe, or 77 minutes to clean 20 pipes.  In contrast, based on worker interviews, we estimate 200 pipes were cleaned per rattler.  We did not take into account the fact that several rattlers, up to 11, may have operated at one time.
Dr. Hamilton’s report is unclear regarding the particulate measurements.  On page 10, he writes that he measured a total dust loading of 0.33 mg/m3 in the operator breathing zone.  Of that, the respirable fraction ranged from 0.323-0.464.  

Seemingly in direct contradiction to that, the average dust concentration in an operator’s breathing zone is given as 1.4 mg/m3 on p. 40.  Reference is made to App. I, where 1.4 mg/m3 is indeed referred to as the breathing zone average, with a 95%-CI of 0.1 – 2.5 mg/m3.  The median dust measurement was given as 0.13 mg/m3, although it is not obvious why the median is important in this case (as opposed to the mean).  When including fixed low-volume monitors in addition to the breathing zone samplers, the mean was 1.1 mg/m3, with a 95%-CI of 0.5 – 1.8 mg/m3 (p. 72).  Nowhere, however, does App. I mention 0.33 mg/m3 as indicated on p. 10.  Hamilton does not mention where that value comes from?  (It may be from an average of all air particulate samplers.}  Likewise, it is not clear what respirable fraction Hamilton refers to on p. 10.  The upper end of the range seems to represent the respirable fraction (PM10) of Lake Sand scale (p. 74), whereas the lower end (32.3 %) does not appear anywhere else in the report.  

Dr. Hamilton refers to a legal limit of 15 mg/m3 of nuisance dust (p. 69).  While this may be the limit for total dust, the limit for respirable dust is actually 5 mg/m3 (OSHA 29 CFR Table Z-3), and we are after all interested in respirable dust.  The limit of 15 mg/m3 has no relevance in this case.  In spite of this, Hamilton uses it as a cutoff-point to report measurements: On p. 71, he writes that 41 of 49 breathing zone samples had “no quantifiable” mass, because they were below 15 mg/m3 (the other 8 air samples were above 15 mg/m3).  This reads as if 41 of 49 samples recorded “no problem”, which is absolutely not true, since the issue here is not merely nuisance dust.  Even dust exposures below 5 mg/m3, the respirable dust level by OSHA, are significant in calculating dose rates, especially if they contain radioactivity.  Dr. Hamilton writes that he used an “industrial hygiene protocol for truncated and censored data sets” (no further explanation) to obtain a linear regression, and a mean and median of 1.4 and 0.13 mg/m3, respectively.  This reads as if he had eliminated the “low” values and thus implies that he overestimated the concentration, but it is obvious that he must have included concentrations below the 15 mg/m3 as well, because otherwise he would not have been able to compute a mean and median that were both below 15 mg/m3.  The reference to “truncated and censored data” is unexplained.  His personal air particulate monitors had a mean cut-off point of 4 (m AMAD (probably to protect the workers), but this is below the 10 (m AMAD generally taken as the respirable particle size.

Test runs were recorded with digital cameras at 9 m altitude, which apparently allowed a good contrasting of the white opaque scale dust over the dark liner on the surface (p. 64).  Hamilton does not seem to refer to these recordings in the main body of the report.  It is possible that, aware of the purpose of the test runs and thus conscious of the potential harm from breathing in large amounts of scale dust, the operators were standing somewhat further away from the pipe cleaning machine than did the workers at ITCO, who were not informed about the radioactivity of the pipe scale.  Since the breathing zone samplers were attached to the operator and the helper, such a behavior, though perfectly understandable, would have decreased the values used to calculate the exposure of the plaintiffs.  It would be interesting to know the dust concentration at the maximum breathing zone, i.e. at 1.5 m height but closer and downwind of the pipe cleaning machine.  Also, it appears that only one machine was operating at the time, whereas at ITCO, sometimes several cleaning machines were being used.  Operation of both the tubing and the casing machines would most likely have increased the dust levels measured by Dr. Hamilton.  

In contrast to his measurements, we again refer to measurements of 53 mg/m3 in the breathing zone of a “catcher”, 
 and to breathing zone measurements for an operator and a helper of 6 and 11 mg/m3, respectively.
  Whereas the measurement for the catcher comes from a different pipe yard (not a “dissimilar” operation, as implied by Dr. Hamilton on p. 25), the samples for the operator and helper were actually taken at ITCO.  It shows that the helper’s value is within the range of 10 – 30 mg/m3 used in our dose calculation.  These measurements directly contradict the measurements provided by Dr. Hamilton.  Using his ad-hoc approach of dividing the maximum concentrations by a factor of 8 to derive the average exposure, we would still obtain (53/8) 6.6 mg/m3, not 1.3 – 3.8 mg/m3 as calculated by Dr. Hamilton (p. 48). 

Dr. Hamilton uses a breathing rate of 1.2 m3/h (p. 40), rather than the 1.5 m3/h recommended by ICRP 66 for moderate exercise, arguing that the pipe cleaners were in a mixture between light activity and near-rest.  It has to be noted that the breathing rate for heavy exercise is 1.8 m3/h, not 1.5 m3/h as implied by Dr. Hamilton, and that we do not believe that pipe cleaners’ activity could be described as near-rest conditions.  Besides the ICRP, also the EPA recommends a mean breathing rate of 1.5 m3/h for outdoor workers doing moderate exercise.
  In addition to particulate concentrations from the rattler, one must factor in resuspension of scale caused by the movement of workers and equipment through scale.  Dr. Hamilton cleaned up the experimental set-up each day.
Ingestion of Particulates (p. 42)

Dr. Hamilton uses an incidental soil ingestion rate of 100 mg/d.  This is a value recommended by the NCRP and the EPA for average exposure, including all different activities that an average person is exposed to during a day.
  It is highly unlikely that this scenario is appropriate to model ingestion rates of ITCO workers, who worked in a cloud of dust and handled dusty equipment all day long.  For our calculations, we used an incidental soil ingestion rate of 480 mg/d recommended by the EPA for yard work.
  This value is based on an 8-h-day, i.e. it underestimates the exposure of many ITCO plaintiffs, who on average worked more than 2,000 h/y.  It further excludes eating, drinking, smoking and chewing tobacco/gum, all of which would significantly increase the ingestion rate, and all of which took place in the ITCO yard.  Further, some workers ate lunch while sitting under pipes, that is, radioactive material would have passed from hands to food and directly into the mouth.  

Note that Dr. Hamilton does not assume that incidental ingestion would increase if the number of pipes rattled were to increase.  If more pipes were rattled each day, the air would be dustier.  We take this into account by assuming 480 mg/d incidental ingestion, whereas Hamilton does not increase the incidental ingestion rate for a dusty environment.

Groundshine (p. 44)

Dr. Hamilton claims that he overestimated the dose rate to workers, because they would not have worked on beds of pure scale (p. 44).  To the contrary, the quality of assumptions that he made has led to a severe underestimate.  He filled trays (one square with 1 m sides and another one round with a diameter of 1m) with a layer of 1 and 4 cm of pipe scale removed from pipe during the test runs, and measured groundshine at 0, 1, 2, 3, 4, 5, 6 and 7 m (p. 77).  Beyond 7 m, the direct gamma dose is negligible, according to DH.
Dr. Hamilton could have taken an easier and more scientifically sound approach as follows.  Since scale is spread over the entire yard (at distances greater than 7 meters radius) and since the dose rate drops to background greater than a distance of 7 meters, he could have taken the result directly from EPA’s FRG #12.  The EPA document gives direct gamma dose rates for an infinite plane for surface contamination, 1 cm, 5 cm and 15 cm depths.  An infinite plane does not overstate the result since Hamilton’s measurements show the dose rate drops to background at 7 meters.  We used his values for ten year decayed Mud Lake pipe to compare his calculated dose rate to EPA’s; the EPA dose rate is 0.64 mrem/h, a dose rate four times greater than Hamilton’s, 0.141 mrem/h based on a far more sophisticated methodology for calculating the direct gamma dose to a human.  If one instead takes scale concentrations of Ra-226, 6000 pCi/g and Ra-228, 2000 pCi/g, at scale depths of 1 cm and 5 cm, the dose rates, according to FGR #12, are 2.025 mrem/h and 5.905 mrem/h, respectively.  The latter result is closer to our measurements at the Case property.

There is a large difference between our groundshine calculations using EPA’s DCF’s for a 1- and 5-cm layer of pure scale, and Hamilton’s measurements.  Using Dr. Hamilton’s pipe activity of 1,770 pCi/g for Ra-226 and of 722 pCi/g for Ra-228 (the values for Mud Lake scale given by Hamilton on p. 70), we calculate an exposure rate for an upright, 179-cm-tall human (average distance of organs to soil about 1 m) of 640 µrem/h for a 1-cm-layer, whereas Hamilton calculated a dose rate of 141 µR/h (p. 77).  This is a factor of almost 6.  A report by Booher measured groundshine at 3 feet in the ITCO yard in a new pipe cleaning machine (“current cleaning machine”) and old, defunct machine that had not been used for almost 20 years, of 300 µR/h
 for each.  Considering that the soil beneath pipe machines that have been in service for some time, and that have not been abandoned for two decades, probably emits more radiation than the two locations sampled by Booher in 1987, it is clear that the numbers calculated by us are in agreement with reality, whereas Dr. Hamilton is off by a factor of 20 due to the setup of his experiment.  In the Case case, we measured direct gamma up to 4 mrem/hr.  But other measurements at the Case property were up to 9 mrem/hr.  Therefore, Dr. Hamilton is at odds with Booher, and with our and other direct measurements at an actual pipe cleaning operation.

It is also important to point out that Dr. Hamilton’s survey meters are calibrated to Cs-137, rather than Ra-226.  Therefore his measurements are off.
Furthermore, Dr. Hamilton is inconsistent in arguing that we did not use the appropriate mass density in our radon calculations, whereas he follows exactly the same procedure in estimating direct gamma.  He argues that the material beneath the cleaning machines was actually a mixture of scale and soil rather than pure scale, and multiplied the values that he obtained from his tray experiments with the ratio of the value measured by Booher of 320 pCi/g and the radioactivity in his scale samples (p. 45).  In other words, Hamilton did not calculate the dose from pipe scale, but from a material mix measured by Booher beneath a defunct pipe cleaning machine.  The remarkable part about this is that whereas the tray measurements were done with pure scale with a density of 2.6 g/cm3, Booher’s soil mixture must have had a lower density, since the radioactivity is significantly below that of scale.  Hamilton therefore does exactly what he accuses us of, albeit the other way around: He used measurements of material with one density and applies them to a material with a lower density, although according to him, this is absolutely unacceptable when we do it.  If his argument about the self-shielding capacity of dense material is correct, then the dose rate from the soil/scale mixture would be much greater than the rate measured for scale and adjusted to a lower radioactivity.  It follows that Dr. Hamilton is either wrong in his critique of us, or in the groundshine values that he provided in his own report.  

Pipeshine (p. 43)

Dr. Hamilton assumed that the operators were not exposed to contaminated pipe on the pipe racks (p. 43), although he does not explain this rather surprising assumption.  Why would the operator not be exposed to the pipe on the racks next to the cleaning machine? 

He refers to direct gamma measurements described in App. I that revealed an average exposure rate of 40 µR/h for the helper and obtains an annual exposure of 35 mrem/y, assuming that the helper was within 1 foot of a rack of 20 pipes for 5 h per work day.  Whereas it appears that the exposure dose rate per hour is the average of 21 and 59 µR/h given on p. 76, it is not clear to us how he arrived at the end result.  If the exposure rate of 40 µR/h is per pipe, then the annual exposure would be 1,000 mrem, whereas if the exposure is based on a 20-pipe-rack, the annual dose rate would be 50 mrem/y.  Even by adjusting the number of pipe joints from 30 to 20 (App. I mentions a rack of 30 pipes, whereas p. 43 assumes 20), the result is not 35 mrem/y.  Where does this value come from? To confuse things even more, Dr. Hamilton argues for an average distance between the helper and the nearest pipe of 10 feet (p. 43), although it appears that this assumption was not used in the end (p. 43). Photos of site operations show workers in direct contact with contaminated pipes.

It is unclear why Dr. Hamilton assumed an exposure to 20 pipes (p. 43) rather than to 30, if that was the number of pipes actually present in the setup at Texas A&M (p. 76).  And why did he choose an exposure time of only 5 h/d, considering that the helper handled pipe all day long? Also, Dr. Hamilton did not include the contact dose from a pipe in his calculations, although he admits himself that the workers were sometimes in direct contact with the pipes, even leaning on them, and that the dose rate on contact would be much greater than at 1 foot (p. 49).  Since the dose rate decreases quickly with increasing distance from the source, the omission of the contact dose rate leads to a severe underestimate of both the operator’s and the helper’s exposure to pipeshine.  

For truck drivers, Dr. Hamilton argues that our calculations are inappropriate because we used DCF’s for an infinite plane, when in fact the (vertical) surface of the pipe ends was only 3 x 8 feet (p. 50).  While it is true that the assumption of an infinite plane leads to an overestimate, there were no measurements available, and we had to use the DCF’s given by EPA, which are given only for infinite planes.  It is important to note that A & A determined a dose rate of 0.3 mrem/h for a truck operator.
We did not take any credit for rotating the exposure surface vertically.  EPA’s dose conversion factors are calculated for a man standing on a horizontal surface.  In this position, his organs are at a distance of around 1 m, and his head at about 1.7 m.  The lower body partially shields the upper body from the groundshine.  This is not the case when rotating the contaminated surface.  Very little internal shielding takes place, and head, waist and feet are all at the same distance from the source.  One would think that this leads to a greater dose than what would be received by a person standing on a horizontally rotated identical surface.  This underestimate should -at least partially- offset the overestimate that arises from the infinite-plane assumption.  As far as we can tell from his report, Dr. Hamilton assumed a dose of zero for truck drivers, which is quite obviously wrong.  

Risk Calculation (p. 54-56)

We are not certain that Dr. Hamilton has ever conducted a risk analysis and is qualified to assert that “the plaintiffs’ cancers more likely than not were not caused or substantially contributed to by the levels of dose in this case.”  He states that his dose reconstruction analysis is based on accepted, but unexplained, methodologies, “using historically relevant data and university research as inputs.”  He criticizes us mainly on three issues: 

First, the specific-organ cancer dose cannot be calculated by simply dividing the whole-body cancer dose by the fraction of the specific cancer within all cancers, because not all cancers are equally radiosensitive. Second, he argues that there is no connection between the TEDE and cancer in a specific organ, and that we therefore should have calculated the organ dose rather than the TEDE and used it for comparison with the specific-organ cancer dose.  Third, he thinks that the term of “cancer dose” is misleading, that it may not exist at all, and that below a certain threshold, radiation is actually beneficial.  The exact threshold, below which, radiation is beneficial, is not explained.  The hormesis hypothesis is not generally accepted.
1.) Specific-organ dose

If we consider only solid cancers, it is doubtful that some cancers are really more radiosensitive than others.  All organs are made of cells and contain chromosomes, which can be influenced through genetic effects, chemicals, radiation or other environmental stressors.  Since radiation is “blind” (i.e. a gamma ray does not know what cell the DNA belongs to whose strand it just broke), it would have to be the cells of different organs that react in different ways to the random damages inflicted by radiation. It is unclear why this would be the case.
  Differences in excess cancer risks for different organs have to be very large in order to be of real significance, due to the large uncertainties in the calculation of these excess risks.  The authors of the LSS have repeatedly warned against over-interpretation of the differences in site-specific ERR’s, since the variation of these ERR’s is not much larger than what one would expect if the ERR’s were equal to that of all solid cancers.
  J.W. Gofman, one of the authors used as a reference for our report, shows how to adjust the specific-organ doses that are based on the solid cancer dose and the corresponding specific-cancer fraction, to specific-cancer doses that are entirely based on organ-specific information, should this be necessary.
  To do this, the specific-cancer dose derived from the overall-cancer dose is simply multiplied by the ratio of the peak-percent value of all cancers to that of the specific cancer.  If the specific cancer is more radiosensitive than the average organ, then the cancer dose would be decreased, and vice versa.  Instead of the peak percent values (percent increase per rad), one can also use the excess relative risks (ERR’s) that are more readily available in the literature.  According to Pierce et al., the ERR’s for all solid cancers, lung cancer and pancreatic cancer are (males, exposure at age 30):
 0.38/Sv (90 %-CI of 0.23 – 0.53), 0.33/Sv (0.03 – 0.69) and 0.22/Sv (0-1.04).  The ERR for brain cancer is given as about 1/Sv.
  

It is evident that all of these confidence intervals overlap, i.e. the ERR’s are not statistically significantly different from each other in the first place.  If one were to believe the average values, however, then the specific-cancer doses for lung pancreatic cancer increase by 15 % and 72 %, respectively, whereas the specific-cancer dose for the brain decreases by 62 %, in relation to the specific-cancer dose calculated by simply using the fraction of specific cancers within all solid cancers.  The excess lifetime cancer risk ranges calculated with these alternate specific-cancer doses, in relation to the excess lifetime cancer risks calculated by us
 are: 

Adrian Bulot (original/alternate):
0.2885 – 2.1764 / 0.2509 – 1.8925

Kenneth Craft


0.3364 – 4.9830 / N/A

Lee Craft


0.2843 – 1.6000 / 0.2472 – 1.3913

Osmintho Salmeron

0.0055 – 0.0926 / 0.0144 – 0.2437

Melvin Thomassie

0.0114 – 0.0815 / 0.0066 – 0.0474

The ranges of the likelihood that these specific cancers were caused by radiation rather than anything else, would change from the numbers in our report to:

Adrian Bulot (original/alternate):
79.4 – 96.7 % / 77.0 – 96.2 %

Lee Craft


79.1 – 95.5 % / 76.7 – 94.9 %

Osmintho Salmeron

59.9 – 96.2 % / 79.7 – 98.5 %

Melvin Thomassie (incl. smok.)
47.5 – 86.6 % / 34.5 – 79.0 %

It can be seen that the likelihood values decrease slightly for A. Bulot and L. Craft, increase somewhat for O. Salmeron and significantly decrease for M. Thomassie.  It has to be noted that we carried out these calculations only to demonstrate the magnitude of the changes that would occur if we heeded Dr. Hamilton’s advice of different radiosensitivities for different cancers.  However, because of the large confidence intervals in the excess relative risk numbers, it cannot be said with a reasonable degree of certainty that this is actually the case.  We adhere to the assumption that all cancers in this case are equally radiosensitive, and that therefore the specific-organ cancer dose can be calculated by dividing the solid-cancer dose by the fraction of the specific cancer within all solid cancers.  

Dr. Hamilton also attacked us for calling the quotient of solid cancer dose to the fraction of specific cancer within all solid cancers a ratio, based on the fact that these numbers do not have the same unit (p. 54).  This is just mean-spirited semantics. Our intent is obvious.  Besides, for his radon calculations (p. 27-28), Dr. Hamilton makes use of the “airflow dependent ratio”, which is also a quotient where numerator and denominator are in different units (pCi/m3 and pCi/s, respectively).  

2.) Specific-organ dose / TEDE

Dr. Hamilton argues that the effective dose is just a mathematical construct, and that the real dose received by the plaintiffs is always an organ dose.  This is not necessarily true.  Most cancer risk estimates are derived from Japanese bomb survivors, who were all exposed to external radiation only.  Organ doses were calculated as a function of organ shape, location and weight, starting from the whole-body dose.  It can therefore be argued that the organ-dose is not the precursor, but the mathematical consequence of the whole-body dose.  

Researchers are divided on this issue.  Whereas some calculate organ-specific doses and apply organ-specific risk numbers,
 others use effective doses and overall risk numbers,
 and yet others compare effective doses with organ-specific risks.
  We chose to calculate the TEDE and apply specific-organ doses.  If calculated using the fraction, then this leads to the same result as would be obtained by calculating the TEDE and using the solid cancer dose.  What we have not done is what Dr. Hamilton thinks is the only way to do a risk calculation: To calculate the organ dose and use organ-specific risk numbers.  Since there are by definition fewer cases of each specific cancer than all cancers combined, the statistical uncertainty increases when using only organ-specific values for the dose and risk calculation.  As seen above, the 90 % - CI of the ERR for specific cancers was much wider than that for solid cancers.  The same is true for dose conversion factors and risk estimates: The step from whole body to specific-organ-numbers, while making the calculation more case-specific, decreases the statistical power of the calculation and increases the margin of error. 

Just as we did it for the specific-cancer dose, we also calculate the organ dose as recommended by Dr. Hamilton in order to observe the change in results.  Below are the organ doses received by each plaintiff in relation to the TEDE given in our report:
 

Adrian Bulot (TEDE / organ):
1,071 – 2,969 rem / 8,543 – 50,143 rem

Kenneth Craft


   374 – 1,001 rem / N/A

Lee Craft


1,139 – 2,965 rem / 7,984 – 49,220 rem

Osmintho Salmeron

   522 – 1,473 rem / 94 – 224 rem

Melvin Thomassie

   441 – 1,140 rem / 137 – 308 rem

The excess lifetime cancer risk ranges calculated with organ doses, in relation to the excess lifetime cancer risks calculated with the TEDE are:
 

Adrian Bulot (TEDE / organ):
0.2885 – 2.1764 / 2.3015 – 36.7505

Kenneth Craft


0.3364 – 4.9830 / N/A

Lee Craft


0.2849 – 1.6000 / 1.9934 – 26.5610

Osmintho Salmeron

0.0055 – 0.0926 / 0.0010 – 0.0141

Melvin Thomassie

0.0114 – 0.0815 / 0.0035 – 0.0220

Using organ doses rather than the TEDE, the ranges of the likelihood, that these specific cancers were caused by radiation rather than anything else, would change from the numbers in our report
 to:

Adrian Bulot (TEDE / organ):
79.4 – 96.7 % / 96.9 – 99.8 %

Lee Craft


79.1 – 95.5 % / 96.4 – 99.7 %

Osmintho Salmeron

59.9 – 96.2 % / 21.2 – 79.4 %

Melvin Thomassie (incl. smok.)
47.5 – 86.6 % / 21.9 – 63.6 %

As seen in this comparison, the risk calculation using the organ dose rather than the TEDE increases the results for A. Bulot and L. Craft, whereas the risk numbers for O. Salmeron and M. Thomassie are decreased.  For K. Craft, all these calculation make no difference, as he has not been diagnosed with cancer at this point.  Should the nodular lesions in his lung become cancerous, then his results would react to these changes in the same way as the other plaintiffs with lung cancer, i.e. they would increase.  

3.) “Cancer dose” misleading and may not exist

We clearly defined the term cancer dose as the dose where in an irradiated population, on average one additional cancer occurs.
  We never claimed that an individual person who receives this dose inevitably develops cancer.  The cancer dose is the excess dose of an irradiated population divided by the excess number of fatal cancer.  The cancer dose is a concept used by Dr. Gofman, but it can also be expressed in terms of Excess Relative Risk (ERR), Excess Absolute Risk (EAR) or Excess Lifetime Risk.  It is simply a matter of mathematical conversion.  This is not confusing or misleading, but straightforward.  

The allegation of a “safe” level of radiation dose below which no damage occurs, or below which radiation is even beneficial, is a minority opinion within the scientific community, whereas the overwhelming majority has accepted the linear no-threshold hypothesis.
,
  With an increasing number of years since the dropping of the two atomic bombs in Japan, the statistical power of the epidemiological data has increased as well.  In the 2000 update of the Life Span Study that examined deaths between 1950 and 1990, Pierce and Preston reported a statistically significant dose-response relationship between solid cancer and radiation doses between 0 and 10 rem.
   In a very recent study that included deaths between 1950 and 1997, excess solid cancer risks appeared to be linear for doses in the 0-15 rem range.
  

Another aspect of the low dose radiation question is a relatively new concept, known as the Bystander Effect.  This stems from research done under contract to the Medical Research Council at Harwell (UK).
  Notable in this research was that irradiating about ten per cent of cells appeared to have the same carcinogenic effect as irradiating 100% of the cells.  Cells near to the irradiated cells acted as if they had been irradiated.  The Harwell group also proposed a bi-phasic curve, with a low dose supralinear peak due to the “bystander effect”.  More recently, researchers at the Center for Radiological Research, College of Physicians and Surgeons, and Environmental Health Sciences, School of Public Health, Columbia University, repeated the experiments and confirmed the “bystander effect”. They state:
 “The data imply that the relevant target for radiation mutagenesis is larger than an individual cell and suggest a need to reconsider the validity of the linear-extrapolation in making risk estimates for low dose, high linear-energy-transfer (LET) radiation.” From these findings, it appears that the effect at low doses would, if anything, be supra-linear rather than “non-existing”, as Dr. Hamilton speculates.  

Citations

p. 11: Scale concentration of 35 pCi/g for 3 µR/h measured seems to contradict the cited document (Bernhardt et al): There, a scale concentration of 1,352 pCi/g is observed for a measured 170,000 µR/h, which translates to about 0.02 pCi/g for every 3 µR/h measured.  

Study by Raabe mentions scale sample provided by Auxier & Associates from outdoor site in Brookhaven with an activity of 6,700 pCi/g of Ra-226.  This is interesting because in his dose calculation for the Case Case, Dr. Frazier from A & A mentioned several times that he thought our estimate of 6,000 pCi/g of Ra-226 was too high, even though apparently that he himself had samples with a greater activity. 

p. 30: The incidental soil ingestion rate of 100 mg/d described as “conservative” is actually the mean value given by the NCRP.
  The value for the 95th percentile, which is often used for truly conservative analyses, can be calculated using the geometric standard deviation of 3.2, and is 100 mg/d * (3.2)2 = 1,024 mg/d.  This would be a conservative value and not the 100 mg/d used by Dr. Hamilton.  Moreover, as discussed in our report, the EPA uses an incidental soil ingestion rate of 480 mg/d for yard work.
  For the Montclair, NJ Ra-226 cleanup, the agency used 1,000 mg/d.
  And lastly, Calabrese and Stanek use a 95th percentile for the ingestion rate of children of 1,750 mg/d.
  

Texas A&M Experiments, Appendix A

The air monitors were at fixed downwind locations depending on the wind direction.  However, the 30-foot long oil pipe had to move 30 feet to be cleaned.  As best as one can tell, therefore, the first arc of samplers was located 15 to 25 feet downwind, plus 30 feet, or 45 feet to 55 feet downwind; the second arc was located 40 to 60 feet downwind, and therefore 70 feet to 90 feet.

It is not clear why both the RespiconTM and Andersen cascade impactors were employed.  What was the advantage of one over the other?  We remain concerned that the 10 (m AMAD sampler was replaced by a 4 (m AMAD sampler.  This may have been done to protect the workers at Texas A&M, but the worker protection suits and personal air monitors were nothing like the situation at the Harvey Yard.

The experiment used one operator and one helper.  This is quite unlike the Harvey Yard where many workers were located near the rattling machine.
On p. 68, an aluminum cyclone was substituted for the OSHA-specified 10 (m Cyclone.  The aluminum cyclone has a median cut point of 4 (m.  Since particles up to 10 (m are respirable, this is not a conservative substitution.

The operator and helper were outfitted with coveralls, goggles, disposable respirators, gloves, hardhats, safety boots, radiation badges and personal air sampling pumps.  ITCO workers were not similarly outfitted.

p. 70, Table A.1.1 – it is highly unusual for Ra-228 activity to be greater than Ra-226 activity, as it was for the West Delta pipes.  Usually Ra-228 activity is 1/3 to ¼ of Ra-226 activity.  Rather than actually measure the radium progeny, Dr. Hamilton assumed a 10-year in-growth.  This is clear from the chain of custody forms.
Petri dishes were collected to map out the distribution of particulates near the rattler.  

Comparison to Calculation by J. R. Frazier of Auxier & Associates in the Case Case

Groundshine

A & A measured groundshine using a Ludlum Model 19 microR meter.  They first measured nodes on a 10 x 10 m grid, and then subdivided the grid into 3 m x 3 m and 1 m x 1 m, where dose rates were above 250 µR/h.  On one of the two properties (CS2), they measured groundshine dose rates of 12 – 6,400 µR/h at 1 cm (contact) and 9.8 – 3,100 µR/h at 1 m.  On the other property (CS1), values ranged up to 2,000 µR/h for contact dose, and to 1,300 µR/h for exposure at 1 m.
  In comparison, Dr. Hamilton measured a contact dose of 140 µR/h for a 4-cm-layer of pure Mud Lake scale, which was the scale type with the highest radioactivity used in his experiment (p. 77).  This is 46 times less than the maximum contact dose measured by A & A.  The scale on the Case property had weathered, unlike the Texas A&M study.

A & A also carried out TLD measurements using phantoms in various positions.  For the standing position, average dose rates ranged from 5,193 µR/h on the floor (feet) to 2,758 µR/h at 123 cm from the ground.
  

After deciding at which locations the plaintiffs should be “placed”, and after multiplying the measured values by 1.5 in order to account for decay of Ra-228 between cessation of operations and the date of measurements, A & A obtained 0.3 mrem/h for a truck operator, 0.6 mrem/y for a tractor operator and a tubular mounter (“helper” in Dr. Hamilton’s report), and 1.5 mrem/h for a drill/hose tender (operator) at the CS2 site.
  These dose rates are calculated using a conversion factor of 0.65 rem/roentgen, which we believe is inappropriate.  If 1 rem = 1 roentgen, then the dose rates at the chosen locations would be 0.46, 0.92 and 2.31 mrem/h, respectively.  

For the other site, the authors used two different sources of scale and applied conversion factors of 0.65 rem/roentgen for one and 0.725 roentgen/rem for the other, and obtained a groundshine dose rate of 2 mrem/h.
  This value is based on an assumed Ra-226 concentration in scale of 750 pCi/g.  Note that the groundshine dose at the CS2 property was based on measurements, and the dose due to inhalation and ingestion of particulates based on a scale activity of 6,000 pCi/g, i.e. there seem to be some inconsistencies here.  If we average these two factors and correct the assumption that 1 roentgen = 1 rem, then the dose rate at this location would be (2 / 0.688) 2.9 mrem/h due to groundshine.  It is important to note that we measured direct gamma of 4 mrem/h and higher at the Case property that had weathered several years before being measured.

Pipeshine

A & A did not include pipeshine in their calculations, so we cannot compare it to Dr. Hamilton’s calculations.  

Inhalation and Incidental Ingestion of Particulates

For internal exposure to particulates, A & A used MR’s assumptions, with the caveat that they thought these assumptions were overestimates.  The following parameters were used: 

-50 mg/m3 of scale dust during rattling (100 mg/m3 during reinsertion of rattler) 

-Scale activity of 6,000 pCi/g of Ra-226 and 2,000 pCi/g of Ra-228 

-Breathing rate of 1.8 m3/h 

-incidental soil ingestion of 100 mg/d 

-DCF’s for inhalation and ingestion from EPA FGR Nr. 11 

Radon

A & A only included indoor radon exposure in the Case home, but not outside where pipe was cleaned.  Since we focus on outdoor radon, we cannot compare Dr. Hamilton’s values with the radon methodology and results of A & A.  
QA/QC Issues
1. On BUL 009826, the lab results show total radium (alpha) 4.74 pCi/S (S=sample), and Ra-228, 58.4 pCi/S.  Question: 1) how can the activity of total radium be less than that for Ra-228?  2) Generally we expect the ratio of Ra-226 to Ra-228 to be 3 or 4 to 1, but this apparently is not what Hamilton is finding.
2. On BUL 009847, some of the activities are less than the MDA.  E.g., for sample 6950, the activity found is 0.97 pCi/S, whereas the MDA is 2.91 pCi/S.  This result is therefore meaningless.  The real result can be anywhere between 0 and 2.91 pCi/S.  Generally, we would take ½ or 2.91 pCi/S as the most likely result.  It is not clear how Hamilton is interpreting this data.  There are many instances where the measured activity is less than the mDA.

3. On BUL 009849, the gamma spec is reported.  All results are less than mda.  How is this data employed?  We know that when results, after subtracting background, are less than zero, they report the results as zero.  But what does Hamilton do, when the measured results are greater than zero, but less than MDA?  Since the real result can be anywhere between 0 and MDA, we would take ½ MDA, but Hamilton takes the actual measured result.

4. In the spreadsheet “sampler data,” low-volume and hi-volume sampler data were not recorded on three days, 1/15, 1/23 and 2/11, that is, 3 out of 14 sampling days.  The sampling days were 1/14, 1/15, 1/23, 1/24, 1/25, 1/31, 2/3, 2/4, 2/11, 2/12, 2/17, 2/18, 2/19, 3/7.  It is not clear why the gaps in testing days; sampling was not done on consecutive days.  The Petri dish experiment was carried out several months later, in June.

5. From the worksheet, “scale thickness,” of the spreadsheet “sampler data,” the average scale thickness is 1 mm.  These are clearly not representative oil line pipes, as reported by Rogers & Associates.  The experimental set-up is therefore not representative of conditions at the Harvey Yard where pipes more heavily laden with scale would be rattled, and the scale would be left, to be tracked all over the yard.  Hamilton cleans up his experiment set-up every night.

6. The measured gamma data do not correspond to the actual gamma employed in calculations.  E.g., Pb-210 was not measured, yet gamma appears in the calculations.  On the spreadsheet, “DCFs,” worksheet, “Mud Lake,” the Ra-226 assumed for dose calculations is 1770 pCi/g and the Pb-210 is 722 pCi/g.  But no Pb-210 was measured.  In BUL 009849 to 009893, 009999 to 0010005, 0010408 to 0010443, 0011247 to 0011282, 11378 to 11380, 11410, 11487 to 11511, and 12129 to 12152, approximately 175 data pages, only 2 showed Pb-210 greater than MDA (009858, 0011247).  Therefore Hamilton must assume a certain age of piping.   EPA, in their Diffuse Norm report (p. B-5-24), assumes secular equilibrium.
7. The ratios Ra-226/Ra-228 that are measured do not correspond to the ratios that are employed in Hamilton’s calculations.  E.g., for Mud Lake pipes, Ra-226 is 1770 pCi/g and Ra-228 is 722 pCi/g; the ratio is 2.45.  However, in looking at the Mud Lake Lo-volume measurement data (attached), the ratio is 1.84.  In examining the Hi-volume ratios, the ratio of Ra-226 to Ra-228 is 5.20.  This makes little sense.  The same pipes are rattled, with hi-volume and lo-volume samplers spread around the rattling apparatus.  One expects the same ratio of Ra-226 to Ra-228 for hi-volume or lo-volume samplers, but they differ and neither corresponds to the Hamilton ratio.

8. Samples were analyzed for Radium-226 by gross alpha.  That procedure includes a step that should remove alpha emitters other than radium-226.   Radium-228 is accomplished by purification to radium with low background beta counting of the Ac-228 daughter.  (Ra-228 is a beta emitter with a beta emitting daughter.)  Dr. Hamilton cited EPA procedures 903.0 and 904.0 Modified, but it is not clear how the procedures were modified.  
9. None of the sample packages included blind blanks (or trip blanks) or blind spikes.  That aspect of QA was not included.

10. The First and Second Review Forms were no convincing.  In all cases, the last two entries required a Yes or No answer.  That answer was not given and those boxes were apparently just checked off.  One second review was never completed (BUL 011929).

11. Several times the air particulate samples were identified as water samples.  (BUL 009906, 9920 and 11182.) We don’t know if there is an adverse effect on those results.  

12. One truly unusual analysis showed 456 percent recovery.  In other words 4.56 times the added amount was recovered.  Their QA/QC made no note (BUL 009910).  

13. The analytical data packages provided to us were not properly organized and are extremely difficult to follow.  For example, BUL 009821 requests analysis for 72 samples.  Results for 15 samples follows (BUL 9826-40).  

14. Regarding the data from the Hi-Volume samplers, we note that for all dates there appears to be no before, after and net (gravimetric) mass laboratory data for the filters.  Data does appear on their spreadsheets, but we cannot locate data from the laboratory corresponding to their spreadsheet entries.  

15. For the Petri Dish experiment June 16 and 17, in addition to missing laboratory data for masses, there appears to be no direct gamma measurements.  

16. For the Petri Dish experiment June 16 and 17, there appears to be no chain of custody form, and no laboratory data for the Petri dishes themselves.  There are sheets of before, after and net data for masses, but no QA/QC laboratory data.

17. .The initial weights of the Petri dishes were subtracted from the final weights for both June 16th and June 17th experiments.  The ratio of net weight to the propagated error (e.g. 0.0007g) was calculated by us along with the relative error (e.g. Relative error = propagated error/net weight).  

For the experiment conducted on June 16th, the final weights of as many as 420 dishes were less than their initial weights.  The total number of samples for that experiment was 1118, indicating that 37.6% of the petri dishes had a net weight of less than 0g and has “lost weight.”  Twenty-eight percent of the samples with a negative weight gain had net weights that were 3x the propagated error.  This indicates that the negative weight gain was not due to instrumental errors.  For the June 17th experiment, 165 dishes, or 14.8%, showed final weights less than their initial weights.  Seven percent of the samples with a negative weight gain had net weights that were 3x the propagated error.  

The average, median, maximum and minimum values for net weight are presented below. 

	
	June 16th Experiment
	June 17th Experiment

	
	Net Weight (g)
	Net Weight/Error
	Net Weight (g)
	Net Weight/Error

	Average
	0.0875
	124.3733
	0.1519
	215.3803

	Median
	0.0045
	6.00
	0.0039
	5.5714

	Maximum
	8.6687
	12383.86
	21.8976
	31282.3

	Minimum
	-1.4707
	-2101.00
	-1.0008
	-1429.7


18. With such a high percentage of samples with net weights less than 0, not much confidence can be placed in the methodology of the experiment and subsequently the results.  

19. It appears that many of the measurements were based on weight and not activity.  This includes the Petri dishes that were used for the deposition pattern, the stages of the air samplers (Anderson Cascade Impactor and Cyclone Separater), and the air sample filters.  It is not clear how mass was converted to radioactive concentrations.

20. This is especially important for both kinds of air samplers.  With typical airborne mass loading, one cannot get enough mass of material for reasonable results through weighing of the quantity for particulate air samples.  This is even more difficult with the cascade impactor stages.  On page 65, the report talks about a “low limit of quantification”.  On page 72 it looks like only 60 of 305 samples had measurable weight.  All should have been counted for radioactivity.

21. On page 67 it is apparent that all filters were weighed (gravimetric analysis).  It states that filters were analyzed by wet chemistry for radium-226 and radium-228.  That analysis of each filter would be a monumental task so that either they must have analyzed only a fraction of the filters or have analyzed a large number of filters as a single composited sample.   Also on page 67 they say that filters were analyzed by gamma spectrometry.  A huge quantity of activity would have to be on a filter for detection by gamma spectrometry.  Again, it is possible to composite a large number of filters to finally have detectable activity.  In either case, composited filters would yield the total activity and would not allow for distinction of among the filters with varying sample volumes and activity concentrations.

Field Notes

The field notes, BUL 009391 through 009435, also raised several additional issues:
1. Air sample concentrations were underestimated by not coordinating the pipe cleaning operations with the air sampling periods.

2. The pipe that was cleaned during this project was not representative of a typical pipe yard because:

a. Scale deposits were very thin and

b. Radiation levels were low.

There were numerous problems in simply tracking and properly recording the data.

Air Sampling

Reaming of pipe 14-01 to 14-05  took 19 min 42 sec 
BUL 009391-92

Air sampling lasted for 24 to 30 minutes 


BUL 009393


No dust was being generated for 24 – 30 minutes of sampling

Reaming operation took 58 min 44 sec 


BUL 009392

Dust Trac monitoring covered 123 minutes



Listed average is about a factor of two too low.

On Jan 15th, Run 1 took 43 min 40 sec and Run 2 took 30 min and 45 sec 









BUL 009397

Data is missing, but the Table implies three to four hours of sampling.









BUL 009398

Pipe reaming took 67 min 19 sec



BUL 009403

Air samples ran for nearly three hours


BUL 009401

Pipe was reamed for ~ 26 minutes



BUL 009411

Air was sampled for 48 to 55 minutes


BUL 009412

20 pipes were reamed in 41 minutes



BUL 009421

Air was sampled for 98 to 100 minutes


BUL 009418

-2-

Pipe was reamed for 79 minutes.



BUL 009424

Air was sampled for 151 to 153 minutes


BUL 009423

Pipe was reamed for 38 min 24 sec



BUL 009427

Air was sampled for 99 to 213 minutes


BUL 009426

Reaming took 64 minutes




BUL 009432

Samplers ran for 120 to 122 minutes



BUL 009430


(One cut off after 52 minutes.)

2. a. 
Pipe scale deposits were very thin


0.548 to 1.478 mm  (0.02 to 0.06 inches)


BUL 008314


From BUL 009420 calculated averages



WD 2
0.2394 – 0.2234 = 0.0160



WD 5  .2446 - .2175 = 0.0271



1412:   .2790 - .2231 = 0.0559



1414:
.2669 - .2275 = 0.0394



2509:
.2471 - .1909 = 0.0562



2510:
0.2594 – 0.1993 = 0.0600

2. b.  
Low Radiation Levels 

Pipe in Louisiana shop ran to 5,000 μR/hr



BUL 003528

API survey showed pipe to 3,500 μR/hr



BUL 002420

Pipes 14-01 to 14-15 averaged 95.5 μR/hr



BUL 009391

Pipes 15-01 to 15-22 averaged 112.2 μR/hr



BUL 009396

Pipes 2401 to 2408 averaged 110 μR/hr




BUL 009400

Pipes 1101 to 1120 averaged 128.9 μR/hr



BUL 009419-20

Pipes 1901 to 1920 averaged 129.5 μR/hr



BUL 009428

Pipes 6201 to 6220 averaged 122.5 μR/hr



BUL 009436

Safety Concerns

1. The Project Safety Analysis indicated that a Health and Safety Plan would be written specifically for this project. (BUL 009100)  This has not been provided to us.  
2. It is not clear whether the project was conducted under the Texas A&M Radioactive Materials License with the State of Texas.  There is no documentation provided regarding compliance with the Texas regulatory requirements.  
3. In the Project Safety Analysis there was no radiation safety considerations at all.  For example there was no mention of radiation posting. (BUL 009106)
4. There must have been certain operational controls, similar to those instituted by Exxon in 1987.  (BUL 006729, BUL 006730)  These may have been identified in the Health & Safety Plan.  
5. It is not clear what oversight was provided by the University Radiation Safety Officer.
6. The Project Safety Analysis covers the period October 2002 to February 2003.  What activities preceded that period?  What followed that period?  (BUL 009089)
7. It is not clear how  the equipment was decontaminated.  How was the waste packaged, shipped and disposed?  Is the area now free for unrestricted use?

8. Current HAZWOPER Certificates for the faculty and staff involved with this project were not provided.  (BUL 009100)
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